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Abstract. We consider generic secure computation in the setting where
a semi-honest server assists malicious clients in performing multiple se-
cure two-party evaluations (SFE).
We present practical schemes secure in the above model. The main tech-
nical difficulty that we address is efficiently ensuring input consistency of
the malicious players across multiple executions. That is, we show how
any player can prove he is using the same input he had used in another
execution. We discuss applications of our solution, such as online profile
matching.

1 Introduction

Secure multiparty computation allows players to compute the value of a multi-
variate function on their inputs while keeping the inputs private. Generically, the
problem of secure computation has been solved [41, 12, 7], for both semi-honest
and malicious players. Since then, extensive body of work concentrated on op-
timizing these approaches so that they can be used in practice with acceptable
overhead.

In this work, we consider a setting where the malicious players wish to se-
curely compute on their inputs and are assisted by a semi-honest server to do
so. This setting, although not fully general, is gaining prominence, due to the
increasing success of collaborative platforms and online social networks. These
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platforms offer (and depend upon) a wide variety of applications that would
benefit from privacy protection for their users. One such functionality is online
profile matching (or match ratio computation). On dating sites, users search for
other users whose characteristics/profile match their desiderata, while online job
portals connect companies and job seekers who best match job openings. Typical
applications considered for general SFE, such as auctions, payments, etc., are of
interest also in our setting, with the added advantage of possible efficiency gain
due to the opportunity to engage the help of the server.

As mentioned, these and other scenarios naturally introduce a third-party,
the server, who is in the position to assist the users with their computation,
and who can also protect users’ identities. Asking the server to perform the
computation himself implies revealing private data, which is often sensitive and
needs protection. At the same time, the server is an established business and
often can be trusted not to deviate from the prescribed protocol. It is therefore
reasonable to assume that the server is semi-honest.

In our approach, we will use Yao’s Garbled Circuit (GC) [41] as the basic tool.
See Section 3.1 for the description of the technique. Having access to the semi-
honest server resolves the problem of malicious circuit generation. We also rely
on Oblivious Transfer (OT) secure against malicious receiver and semi-honest
sender. Combination of the two gives us a natural solution for our setting (see
Section 2 for more details). This solution is complete for the standard standalone
executions, usually considered in SFE research.

1.1 Input Consistency Verification

In this work we consider multiple SFE executions. One issue that arises here, and
which is not addressed by the standard SFE model is that of input consistency
between executions.

The need for input consistency. We first argue the importance of input
consistency verification. We consider several motivating examples first.

Consider profile matching and match ratio computation, also considered, e.g.,
in [38]. These are the underlying functionalities in online dating, resume/job
matching, profiling for advertisement and other services, etc. In many of these
applications, it is critical to the business model that users cannot manipulate
their inputs to extract maximum benefit, but, rather, that user’s inputs are
consistent among executions.

Consider, for example, the online dating application, where Alice and Bob
evaluate their compatibility by creating (and sometimes modifying) their profiles
and matching them to their preferences. This process may be interactive, and
the functions of interest may be adaptively selected. It may be important that
the corresponding inputs provided in these functions, are chosen consistently.
For example, if Bob’s private profile indicates that he is working on Ph.D. in
cryptography, and he later finds out that Alice likes kittens, he should not be
able to later claim a veterinary or firefighting degree.
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Similarly, if one system user, a corporation, is running a promotion campaign
targeting a certain demographic, other users should not be able to improperly
adjust their profiles to take advantage of the promotion.

High-level Approach. One natural approach to this issue is to have the
server certify the players’ profiles by issuing a certificate. This works well in
limited circumstances, but not always. There are several problems with this ap-
proach. Firstly, certification is often understood as involving verification and
approval. While certifying profile characteristics, such as Age is reasonable, cer-
tifying favorite color may look unusual. Further, some characteristics, such as
favorite color are dynamic, and may change during the lifetime of the system.
Finally, sometimes a need arises in considering a personal feature which was not
expected to be in the profile, as its usefulness may have been discovered during
the interactive profile matching.

We consider a more light-weight approach, where no inputs are certified by
anybody. However, once a certain input had been used by Alice in communi-
cation with Bob, Bob can always ask her to supply the same input in future
communication, and vice versa. In our previous example, once Bob supplied the
profile that indicated he studies cryptography, Alice will be able to ensure that in
all future SFE where the field of studies is involved, Bob will input cryptography.

Similarly, if Alice communicated with corporation CoffeeCorp, and Al-
ice’s profile indicated she has graduated, she will not be able to participate
in CoffeeCorp’s promotion for free coffee for college students.

We note that the fact that some inputs may change over the course of time
will not break the fundamentals of our approach. The user with changed pro-
file attribute might simply inform the other user, if needed, that a particular
attribute was updated. The computation will go through, and other user will
simply be additionally informed of the changed input.

1.2 Our Setting

We summarize our setting, which we motivated in the previous section.

Two parties, Alice and Bob want to evaluate a function, without disclosing
their inputs to each other. Either of the parties can be maliciously corrupted.
They are assisted by a semi-honest server S who does not collude with any of
the other players. S has no input, and he obtains no output in the computation.
We allow both Alice and Bob to verify, with the help of the server, that, for two
SFE evaluations, a particular input wire is set to the same plaintext value.

We do not discuss which input wires are allowed to be checked, and how Alice
and Bob agree on which wires they are checking. We assume that this agreement
is reached over an insecure channel, and disagreement in this matter will simply
result in non-participation in the SFE and/or input verification protocols.

In particular, importantly, we will not allow a player to verify consistency of
two inputs of the other player without the other player’s consent.
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1.3 Related work

We consider SFE with malicious players, who use the help of a semi-honest
server. Most relevant to us is a comparatively small body of work that provides
improvements in settings similar to ours. We mention, but do not discuss in
detail here the works that specifically concentrate on the malicious setting, such
as [27, 21, 35, 29, 37, 34, 5, 8]. This is because malicious-secure protocols are much
more costly than the protocols we are considering.

The issue of input consistency comes up in secure two-party computation.
Cut-and-choose, a very popular technique, requires evaluation of a security-
parameter number of circuits, and a consistency check among all the inputs
of all the evaluated circuits [31, 27, 37, 29]. This requires a quadratic-complexity
solution4 [31, 27] and solves a harder problem than ours, since we have the help
of the semi-honest server.

This server-assisted computation model has been considered as early as [11],
where the authors consider players A and B who wish to let a third party C
learn the output of their computation. The helping oblivious server has often
been appealed to in circumstances where such a player is natural, and where
regular two- or multi-party SFE would have been too costly. One example is
that of auctions [33], where secure computation is achieved with the help of
two non-colluding servers. Here one (semi-honest) server creates garbled circuit
implementing the auction, and the other (malicious) server evaluates it based
on the inputs of the clients, which were submitted through a proxy Oblivious
Transfer protocol. Several protocols have also been developed for the special
case of secure auctions using only one server [17, 6, 9, 10]. More recently, [15]
argues that the server model is well-suited for the web (where clients connect
and interact only once with servers, and simultaneous availability of all clients
is not possible) and present several protocols for a number of functions of in-
terest. Other recent works [23, 30, 3] also consider secure computation in the
server-assisted model but allow the server to be malicious. As mentioned earlier,
protocols secure against malicious parties are much more expensive than the
protocols we are considering. [22] similarly uses the helping server to overcome
the non-simultaneous nature of survey submissions in survey processing. This
work is incomparable to ours because, firstly, most of it concentrates on specific
functions of interest (e.g., auctions). More importantly, our distinguishing fea-
ture is the input consistency verification across several executions, which is not
considered in these works.

Input consistency checking is recognized in security literature as an impor-
tant ingredient in system building. Zero-knowledge proofs on commitments and
related techniques are often used in consistency checking. For example, [16] con-
sider privacy-preserving data mining and identify the need for input consistency
checking in computing specific functions of interest. They further propose to solve
it by involving expensive public key techniques. This body of work is incompa-
rable to ours, because, firstly, they consider specific problems, their solutions

4 An expander-graph-based linear-complexity solution [40] is also available, but it is
more costly for practical parameters.
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are often informal and presented without proofs (e.g. that of [16]), and further
rely on expensive public-key tools. Some of their ideas (e.g., [16] using same
randomness in encrypting same inputs), however, are related to our approach.

Finally, input consistency can be achieved via Certificate Authority (CA)
issuing credentials for players’ inputs. However, as we discussed in Introduction,
this approach is not sufficiently general, and is more costly than our proposed
approach.

In contrast with all of the above approaches, we show how to ensure input
consistency across several executions while only relying on a small number of
symmetric-key primitives, and minimal additional storage by the players only
(one bit per input to be cross-referenced), and no additional storage by the server
other than one master secret of security-parameter length.

1.4 Our contributions and outline of the work

We propose a quite general solution to the reactive SFE among two malicious
players and the helping non-colluding semi-honest server. Our main technical
contribution is a technique to ensure input consistency among several executions.
Our solution is very efficient and is comparable to that of Yao’s Garbled Circuit
(GC) in the semi-honest model.

We start our presentation with a high-level description of our technical idea
in Section 2. We then provide the overview of the preliminaries in Section 3,
before presenting the detailed protocol and proof in Section 4. We discuss several
natural extensions in Section 5.

2 Overview of our approach

We base our solution on Yao’s GC [41] (and its state-of-the-art optimizations
such as garbled row reduction [36], free-XOR [25]). GC is secure against malicious
circuit evaluator and semi-honest circuit constructor, therefore we will have the
semi-honest server S generate the garbled circuit for the chosen function (as
communicated to S by both clients). As for inputs, we will use OT extension [20]
secure against malicious receivers and semi-honest server [18]. Each player runs
above OT with the server to obtain wire secrets corresponding to their input.
Then they send these wire secrets to the other player (and receive the other
player’s input secrets). The computed GC is then sent by S to both players for
evaluation (it is important to send the GC after the inputs have been delivered
so that, e.g., players cannot abort based on the output of SFE). At this point,
each player can complete GC evaluation and compute their output.

The above is a complete solution with the exception of the input consistency
verification.

Our main contribution is precisely the method for input consistency verifica-
tion. Our main idea is as follows. The input wire secrets in the constructed (by
S) garbled circuit will encode their corresponding plaintext values according to
a secret stored by S. This can be done, for example, by S choosing and storing a
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random bit bi and setting the last bit of the 0-secret of wire i to bi and the last
bit of 1-secret to be ¬bi. Now, when, say, Bob, receives Alice’s wire secret from
Alice, he will store the last bit of the wire of interest. Note that effectively the
plaintext value of this wire is shared between S and Bob. Now, when Bob wishes
to confirm that plaintext values of two of Alice’s wires across two executions are
the same, he simply needs to compare the XOR of the two values he stored with
the XOR of the corresponding values stored by S. If the XOR values are the
same, then Alice supplied the same input. Indeed, in both good-behavior cases
(Alice supplying either 0, 0 or 1, 1 in the two executions), Bob’s stored bits will
XOR to the XOR of the two stored bits of S. We stress that this check can be
done “in plaintext”, i.e., simply by S sending the corresponding XOR value to
Bob. This approach is symmetrically applied to both players.

Finally, we note that the server generates the encoding bits bi using a PRFG,
so he does not need to store any of the plaintext encoding bits, as he can always
regenerate them from his master secret, client ids and SFE id. We note that
including client ids into the circuit generation seed derivation is important. If
not included, two malicious players P1, P2 might open an honest Alice’s input of
execution Ci by pretending that Ci was their prior execution.

We now make several observations regarding our presentation and the result.

Observation 1 We stress that since we encode the wire-secret to wire-key corre-
spondence in a single bit of the wire key, it is important that this correspondence
can not be violated by a malicious player. For example, a semantically secure
encryption may ignore the last bit of the key. If such an encryption were used in
GC, a malicious player could flip the last bit and later falsely convince the veri-
fier of input consistency. To prevent this, we ensure that players cannot malleate
the received wire keys by having the server S send hashes of all wire keys to both
players.

Observation 2 In our formal presentation, we will consider functions F that
output the same value to both Alice and Bob. Our theorems and protocols can be
naturally extended to cover the general case of the multi-output functionalities.

Observation 3 While we concentrate our discussion on input consistency, we
can verify consistency of any wires of the evaluated circuits using a natural gen-
eralization of our approach.

Observation 4 The server will aid in consistency verification only if it is ap-
proved by both players by correspondingly conveying their consent to S. We do
not discuss how players know which wires are to be checked, we assume this is
given to players as an additional and insecure input.

Observation 5 The server will aid in SFE only if the evaluated circuit is ap-
proved by both players by correspondingly sending the (identical to each other)
circuit description S. We do not discuss how players know which function they
wish to compute; we assume this is given to players as an additional and insecure
input.
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Observation 6 Our protocols achieve fairness with respect to both clients. Re-
call, fairness requires that both participants of SFE learn the output simultane-
ously. In other words, players are not allowed to abort early after learning the
output. Full, and even partial fairness is quite expensive to achieve (see e.g., [13,
14]) in the standard two-party setting, and full fairness comes “for free” in our
setting.

Observation 7 Each player only needs to remember the bit corresponding to a
single instance of a specific semantic input (say the first one) to achieve com-
parison. For example, Alice will need to remember only one instance of bits cor-
responding to Bob’s age. Indeed, all future uses of a particular semantic input
can be compared to its first use.

3 Preliminaries and Notation

3.1 Garbled Circuits (GC)

Yao’s Garbled Circuit approach [41], excellently presented in [28], is the most
efficient method for one-round secure evaluation of a boolean circuit C. We
summarize its ideas in the following. The circuit constructor S creates a garbled
circuit C̃: for each wire wi of the circuit, he randomly chooses two garblings
w̃0
i , w̃

1
i , where w̃ji is the garbled value of wi’s value j. (Note: w̃ji does not reveal j.)

Further, for each gate Gi, S creates a garbled table T̃i with the following property:
given a set of garbled values of Gi’s inputs, T̃i allows to recover the garbled
value of the corresponding Gi’s output, but nothing else. S sends these garbled
tables, called garbled circuit C̃ to the evaluator C. Additionally, C obliviously
obtains the garbled inputs w̃i corresponding to inputs of both parties: the garbled
inputs x̃ corresponding to the inputs x of S are sent directly and ỹ are obtained
with a parallel 1-out-of-2 oblivious transfer (OT) protocol [32, 2, 28]. Now, C can

evaluate the garbled circuit C̃ on the garbled inputs to obtain the garbled outputs
by evaluating C̃ gate by gate, using the garbled tables T̃i. Finally, C determines
the plain values corresponding to the obtained garbled output values using an
output translation table received from S. Correctness of GC follows from the
way garbled tables T̃i are constructed.

We note that GC evaluator cannot deviate from the prescribed protocol, and
GC is therefore secure against malicious GC evaluator, given an appropriate
malicious-secure OT protocol.

3.2 Notation

Let κ be the computational security parameter. The server S assists parties P1

and P2 to secure evaluate arbitrary functions over their inputs multiple times.
In each iteration, S will be provided circuit Ci that party P1 with client id id1,
and input xi, and party P2 with client id id2, and input yi, wish to evaluate.
We let xi,j (resp. yi,j) denote the j-th bit of xi (resp. yi). We assume that xi
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(resp. yi) is of length m (resp. n), and that I1 (resp. I2) represents the set of
P1’s (resp. P2’s) input wires in Ci.

Server S maintains a master secret – a state, denoted by σ, across
executions. Given a circuit Ci, and state σ, the server uses algorithm
GarbGen(i, Ci, id1, id2, σ) to generate a garbled version of Ci which we denote

by C̃i.
In circuit Ci, we let ui,j (resp. vi,j) denote the j-th input wire belonging to

party P1 (resp. P2). For a wire ui,j (resp. vi,j), we refer to the garbled values cor-
responding to 0 and 1 by ũ0i,j , ũ

1
i,j (resp. ṽ0i,j , ṽ

1
i,j ) respectively. While evaluating

the garbled circuit, the evaluator will possess only one of two garbled values for
each wire in the circuit. We let w̃′i,j denote the garbled value on wire wi,j that
is possessed by the evaluator.

Our protocols are designed in the random oracle model. In our protocols
H,E, and H ′ represent hash functions that are modeled as non-programmable
random oracles.

4 Input Consistency Verification in Server-Assisted SFE

We start this section with the definition of security. Then, in Section 4.2, we
present a simple protocol for server-assisted SFE secure against malicious play-
ers. This is the natural protocol based on GC. Finally, in Section 4.3, we show
how to allow to perform input consistency checks.

4.1 Definitions

We provide a formal definition of the SFE functionality we will realize. We want
P1 and P2 to securely compute with the help of the server, and, in addition, to
be able to check each other’s inputs for consistency. Our functionality provides
two interfaces, evaluate and check, which, respectively, evaluate the given circuit,
and checks two inputs for consistency. It is easy to see that such a functionality
provides the utility we desire, i.e., allows P1 to ensure consistency of P2’s inputs,
and vice versa.

Definition 1. The consistency checking functionality Fcc is a reactive func-
tionality that interacts with a server S and parties P1 and P2 in the following
way.

– If it receives an evaluate request from both parties, then Fcc obtains (i, Ci, xi)
from P1, and (i, Ci, yi) from P2. If the values i, Ci, provided by P1 and P2

differ, then Fcc returns ⊥ to S. Fcc records (i, xi, yi). Then Fcc returns
(i, zi = Ci(xi, yi)) to both P1 and P2. Finally, Fcc returns (i, Ci) to S.

– If it receives a check request from both parties, then Fcc obtains the same
string (i1, j1, i2, j2) from both parties. Fcc returns (i1, j1, i2, j2) to S. Let wi,j
denote the plaintext value carried on j-th wire in circuit Ci when evaluated
using inputs xi and yi. Fcc checks if wi1,j1 = wi2,j2 , and returns pass to both
parties if the check passed, else it returns fail to both parties.
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We say that a stateful protocol π is a server-assisted secure computation pro-
tocol that allows consistency checking across multiple sequential executions if it
securely realizes Fcc in the presence of an adversary A.

Remark: Note that the above definition reveals each circuit Ci as well as each
check request (i1, j1, i2, j2) to the semi-honest server. This is allowed in our
model, and is consistent with the standard definitions of SFE security. However,
even this information can be hidden, and we discuss natural ways to do so in
Section 5.

4.2 Server-Assisted Secure Computation

In this section, we describe a simple protocol for secure computation that sup-
ports multiple executions in the server-assisted setting. Our protocol is a natural
adjustment of the secure computation protocols based on garbling schemes [41,
4]. The main idea of the protocol of this section is that the semi-honest server
will generate the GC and distribute it to both players, after running the OT
protocol. We note that we do not yet address input consistency in this section,
and the following protocol is simply a building block. We will use the protocol
of this section as a subprotocol in the scheme presented in Section 4.3.

In this protocol, C̃i used by S is constructed as described in Section 3.1.
Let input keys for P1 be {ũ0i,j , ũ1i,j}j∈I1 , and those corresponding to P2 be

{ṽ0i,j , ṽ1i,j}j∈I2 . We describe our protocol below.

Protocol 1.

1. S and P1 participate in m OT instances in the following way. In the j-th
instance:
– S acts as sender with input (ũ0i,j , ũ

1
i,j).

– P1 acts as receiver with input xi,j .
– P1 obtains ũ′i,j as output.

2. S and P2 participate in n OT instances in the following way. In the j-th
instance:
– S acts as sender with input (ṽ0i,j , ṽ

1
i,j).

– P2 acts as receiver with input yi,j .
– P2 obtains ṽ′i,j as output.

3. For each j ∈ I2, S sends H(ṽ0i,j), H(ṽ1i,j) in random order to P1. Let P1

receive these as {gi,j , g′i,j}j∈I2 .

4. For each j ∈ I1, S sends H(ũ0i,j), H(ũ1i,j) in random order to P2. Let P2

receive these as {hi,j , h′i,j}j∈I1 .
5. P1 sends {ũ′i,j}j∈I1 to P2.
6. P2 sends {ṽ′i,j}j∈I2 to P1.
7. P1 aborts the protocol if for some j ∈ I2, H(ṽ′i,j) 6∈ {gi,j , g′i,j} holds.
8. P2 aborts the protocol if for some j ∈ I1, H(ũ′i,j) 6∈ {hi,j , h′i,j} holds.

9. S sends the garbled circuit C̃i to both P1 and P2.
10. Using keys {ṽ′i,j}j∈I2 and {ũ′i,j}j∈I1 , P1 and P2 evaluate C̃i to obtain output

zi.
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Intuition for security. (A formal proof is included in the proof of Theo-
rem 1.) We informally argue that Protocol 1 allows for multiple secure evalua-
tions in the presence of an adversary that either passively corrupts S, or actively
corrupts one of P1, P2.

Security against semi-honest S. Note that the server does not learn what keys
are sent by P1 to P2 and vice versa. Furthermore, by receiver-security of OT, the
keys selected by P1 and P2 (in their respective OT executions) is computationally
hidden from the server. This is enough to guarantee security against a semi-
honest S.

Security against malicious P1. The simulator extracts P1’s inputs by using the
simulator of the secure OT protocol. It then checks whether the keys {ũ′i,j}j∈I1
correspond to the extracted input. If not, the simulator aborts the simulation
at this stage, and outputs whatever P1 outputs. If the checks pass, then the
simulator sends the extracted input to the trusted party. Upon receiving the
output back from the trusted party, the simulator “fakes” the garbled circuit, and
provides the appropriate output translation tables. This completes an informal
description of the simulation. Indistinguishability of simulation follows from the
fact thatH is a random oracle, and the encryption scheme (used to create garbled
tables) is semantically secure, and the security of OT protocol.

Security against malicious P2 follows by an argument similar to the above.

We will use Protocol 1 as a subprotocol to construct our main protocol that
also enables consistency verification in addition to secure computation.

4.3 Verifying Consistency Across Multiple Executions

Our main technical contribution is a design of a new garbling scheme that will al-
low efficient consistency verification in our setting. Recall that Yao’s garbled cir-
cuit is constructed by choosing for each wire wi,j , garblings w̃0

i,j , w̃
1
i,j at random

from {0, 1}κ, and creating the garbled tables T̃i,j using any semantically-secure
encryption scheme.

GC Encryption. In our GC garbling schemes, we employ the following encryp-
tion. For simplicity of presentation, we work in the random oracle model.

Let E : {0, 1}∗→{0, 1}κ be a random oracle. For encrypting the value x in the
truth table of the `-th gate in the i-th execution, we use the following encryption
scheme that takes two keys ka, kb as follows:

Encka,kb(x, i, `) = E(ka‖kb‖i‖`)⊕ x

Before presenting our main protocol, we describe our main amendment to
the traditional Yao GC-based garbling scheme (and their benefits) that we take
advantage of.

Correlating the keys across multiple executions. We achieve verifiable
consistency across multiple executions by correlating the keys at the input level.
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More precisely, the server S chooses at random his master secret σ ∈ {0, 1}κ,
permanently stores it, and uses it in the following way to covertly “mark” each
input wire with its plaintext label. Let P1’s (resp. P2) id be id1 (resp. id2),
and H ′ : {0, 1}∗ → {0, 1} be a one-bit RO. For wi,j that is the input wire
of either P1 or P2: (1) the first κ − 1 bits of w̃0

i,j , w̃
1
i,j are picked at random,

and (2) the last bit of w̃0
i,j is set to H ′(i‖j‖id1‖id2‖σ), while the last bit of

w̃1
i,j is set to w̃0

i,j ’s complement 1⊕H ′(i‖j‖id1‖id2‖σ). As we will formally show
below, correlating the keys in the manner described above will allow for efficient
consistency verification. We stress that the remaining keys (i.e., those that do
not correspond to input or output wires of Ci) are still picked at random from
{0, 1}κ.

We are now ready to formalize the above discussion and to describe GarbGen
which is the algorithm S uses to create the garbled circuit for the i-th execution.
The algorithm GarbGen takes the execution index i, the circuit Ci, and the
server’s state (master secret) σ to produce garbled circuit C̃i.

In GarbGen, we generate the wires garblings at random. We note that in
practice, we would probably use a PRFG such as AES.

Algorithm GarbGen(i, Ci, id1, id2, σ).
In Ci, let ui,j and vi,j represent the input wires corresponding to P1 whose client
id is id1 and P2 whose client id is id2 respectively.

– For every wi,j that is an input wire of either P1 or P2, do the following:
1. Set ŵi,j := H ′(i‖j‖id1‖id2‖σ). (Recall, H ′’s output is one-bit.)
2. Choose r0, r1←{0, 1}κ−1 at random.
3. Set w̃0

ij := r0‖ŵi,j .
4. Set w̃1

ij := r1‖(1⊕ŵi,j).
– For every internal wire wi,j of Ci, choose w̃0

i,j , w̃
1
i,j←{0, 1}κ.

– For each gate G in Ci do the following: Let the gate index of G be `. Suppose
w1 and w2 represent input wires, and w3 represent the output wires of gate
G. For j ∈ {1, 2, 3}, let w̃0

j , w̃
1
j represent the garblings corresponding to 0

and 1 respectively. Given this, the garbled table T̃ , corresponding to gate
G with gate function g, in C̃i consists of a random permutation of the set

{E(w̃b11 ‖w̃
b2
2 ‖i‖`)⊕w̃

g(b1,b2)
3 }b1,b2∈{0,1}. (Recall E is a random oracle.)

We are now ready to describe our final protocol that enables efficient verifi-
cation of consistency across multiple executions. We refer the reader to technical
overview of the protocol and its intuition presented in Section 2.

Protocol 2

Setup: S chooses random seed σ←{0, 1}κ.

Evaluation: In the i-th execution:

– P1 and P2 provide Ci to S. If submissions of P1 and P2 differ, the server
aborts.
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– S creates C̃i←GarbGen(i, Ci, id1, id2, σ).

– S uses C̃i as the garbled circuit, and participates in Protocol 1 with P1 and
P2. At the end of the protocol, P1 and P2 obtain their respective outputs of
the execution.

– For wi,j that represents the input wire of either P1 or P2, both P1 and P2

do the following.
• Set ŵ′i,j to the last bit of w̃′i,j .
• Add ŵ′i,j to the local state.

Consistency Verification:

– Both P1 and P2 specify (i1, j1, i2, j2) to S. If submissions of P1 and P2 differ,
the server aborts.

– S retrieves ŵi1,j1←H ′(i1‖j1‖id1‖id2‖σ), and ŵi2,j2←H ′(i2‖j2‖id1‖id2‖σ). S
sends the bit (ŵi1,j1⊕ŵi2,j2) to both P1 and P2. Denote the bit received by
P1 and P2 as c.

– P1 and P2 retrieve ŵ′i1,j1 and ŵ′i2,j2 from their local state, and check if

c
?
= ŵ′i1,j1⊕ŵ

′
i2,j2

. If the check fails then the execution is aborted.

This completes the description of our protocol. We stress that unlike P1 and P2,
the server S does not store any local state other than the master secret σ. We
now provide the proof of security.

Theorem 8. Let A be an adversary that either passively corrupts S or actively
corrupts one of P1, P2. Then, Protocol 2 securely realizes Fcc in the presence of
A.

Proof. (sketch) Security against semi-honest S. We start with showing that
the protocol is secure against the semi-honest server S. The information received
by S are transcripts of the underlying OTs. This does not leak information,
because OTs are secure against semi-honest S. Given this, the simulator SimS
follows naturally.

Secure against malicious P ∗1 . We present the simulator Sim1 of a malicious
P ∗1 , and argue that it produces a good simulation.

Sim1 chooses random seed σ←{0, 1}κ. Sim1 does the following in each itera-
tion i.

Sim1 first obtains C̃i by running GarbGen(i, Ci, σ). Then, Sim1 starts P ∗1 and
interacts with it, sending it messages it expects to receive, and playing the role
of the trusted party for the OT oracle calls that P ∗1 makes, in which P ∗1 plays
the role of the receiver.

Sim1 plays OT trusted party m times, where P ∗1 is the receiver; as such,
Sim1 receives all m OT selection bits (which are supposed to correspond to P ∗1 ’s
input) from P ∗1 and each time, for concreteness say j, uses {ũ0i,j , ũ1i,j} (which are
P1’s input keys specified by GarbGen) to hand to P ∗1 as his OT output. Let us
denote this output by ũi,j . If any of the underlying OTs abort, then Sim1 sends
abort to the trusted party and halts, outputting whatever P ∗1 outputs.
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Acting as S, the simulator Sim1 chooses random κ-bit string rj , and sends
rj , H(ṽ0i,j) in random order. Then, acting as P2, Sim1 receives {ũ′i,j}j∈I1 from

P ∗1 , and sends {ṽ0i,j}j∈I2 to P ∗1 . Next, Sim1 checks if for every j ∈ I1, it holds
that ũ′i,j = ũi,j . If any of the checks fail, then the simulator sends abort to the
trusted party, and terminates outputting whatever P ∗1 outputs. Otherwise, Sim1

forms x∗i in the following way. For each j ∈ I1, if ũi,j = ũ0i,j , then x∗i,j is set to
0; else it is set to 1. Then, Sim1 feeds x∗i as its input to the trusted party. Sim1

gets back the output zi from the trusted party.

Sim1 creates a “fake” garbled circuit C̃ ′i which is exactly the same as an

honestly generated garbled circuit C̃i (created using GarbGen) except with the
following modification. Let G denote an output gate with input wires w1, w2,
and output wire w3. Let G’s gate index be `. Recall Sim1 obtained output zi
from the trusted party, so it knows the actual value b that is carried on the
output wire w3. Sim1 creates garbled gate T̃ as a random permutation of the set
{E(w̃b11 ‖w̃

b2
2 ‖i‖`)⊕w̃b3}b1,b2∈{0,1}. That is, the “fake” garbled circuit, upon evalu-

ation, will always yield the correct output zi. Sim1 sends the fake garbled circuit
C̃ ′i to P ∗1 . This completes the description of the simulation of the evaluation
phase.

We now describe the simulation of the consistency verification stage. Acting
as S, the simulator Sim1 receives query (i1, j1, i2, j2) from P ∗1 . Sim1 checks if this
is a valid query, and if not, it aborts the protocol, and terminates the simulation
outputting whatever P ∗1 outputs. Otherwise, Sim1 returns H(i1‖j1‖id1‖id2‖σ)⊕
H(i2‖j2‖id1‖id2‖σ) to both parties.

We now argue that Sim1 produces a view indistinguishable from the real
execution in both the evaluation and verification stages. We first note that Sim1’s
interaction with P ∗1 is indistinguishable from that of honest S and P2. Indeed, OT
secrets delivered to P ∗1 are distributed identically to real execution. Further, since
non-selected OT secrets remain hidden, P ∗1 knows the value of exactly one key in
{ũ0i,j , ũ1i,j} for each of his input wires j ∈ I1. Thus, if the execution is not aborted,
then P ∗1 must have sent the key that he obtained via OT with Sim1 (acting as S).
Also, the fake garbled circuit sent to P ∗1 from Sim1 is indistinguishable from real,
since the underlying encryption scheme is based on RO and produces uniform
and independent ciphertexts.

Now we argue that the simulation of the consistency verification stage is
indistinguishable from the real execution. Let (i1, j1, i2, j2) represent the query
that was sent by P1. First, we consider the case when wires j1 and j2 carry P2’s
inputs. Since valid queries over (honest) P2’s inputs are actually consistent in
the real execution, and since Sim1 generates keys honestly according to GarbGen,
we conclude that Sim1’s answer is indistinguishable from S’s answer in the real
execution. Now suppose wires j1 and j2 carry P1’s inputs. Since an RO collision
happens with negligible probability, we are guaranteed that the key ũ′i,j that P1

sent to P2 is exactly the one that P1 retrieved via OT. Indistinguishability of
the simulation follows from the fact that Sim1 answers the query honestly based
on keys generated via GarbGen. This completes the proof of correctness of the
simulation when P ∗1 is malicious.
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The case when P2 is malicious is symmetric and is skipped. �

5 Extensions

As observed earlier, our definition of Fcc functionality reveals information about
the verification queries and the circuit Ci to the server S. While, as we discussed,
this is not a security violation, in some use cases, it is desired to hide this
information as well. In this section, we discuss natural approaches to hiding this
information.

Private verification queries. We provide a simple solution for preserving
privacy of verification queries. Recall that in order to verify input consistency,
parties need to retrieve the XOR of the least significant bits of the wire keys
corresponding to wires specified in their queries. Note that these least significant
bits can be obtained directly from the private state σ (i.e. the master secret)
of S. This motivates the following solution that preserves privacy of verification
queries. Consider a circuit C ′ which takes as input queries q1, q2 from parties
P1 and P2, and the private state σ of S, and computes the desired output (i.e.,
XOR of the least significant bits of the keys specified by the queries). Clearly,
if C ′ is evaluated securely, i.e., while keeping queries q1, q2 private from S, and
private state σ hidden from P1 and P2, then our problem is solved. We propose
the following efficient solution to securely evaluate C ′ using garbled circuits.

We model H ′ as a PRF (as opposed to RO) in order to allow C ′ to internally
generate the keys from σ. (We stress that modeling H ′ as a PRF does not violate
the security of our construction in any way.) We also require C ′ to check if q1 = q2
holds, and produce output only when this check passes. This is necessary in order
to guarantee that the malicious party does not obtain information other than
what the output of the honest query reveals.

Now, without loss of generality, suppose party P1 wishes to verify input con-
sistency. Parties simply securely evaluate C ′ on corresponding inputs, and use
the output of this computation as discussed in consistency verification subproto-
col of Protocol 2 described in Section 4.3. Clearly, S will not know which wires
are being verified. We note that two colluding players P1 and P2 will not obtain
output related to a third player, since H ′ used for evaluation of the marker bits
is evaluated on inputs which include both client ids.

We stress that the above solution is very efficient5; in particular its complexity
is independent of the number of past executions between P1 and P2.

Function privacy. We employ standard techniques such as universal cir-
cuits [39, 1, 26, 24] to preserve function privacy. Our application is mildly com-
plicated by the fact that we need to ensure that both parties provide the same
function descriptors as input to the universal circuit. This is done to prevent a
malicious party from evaluating an arbitrary function over the honest party’s
inputs. We resolve this issue using techniques similar to the ones we employed
when privacy of queries needed to be preserved.

5 See [19] for the concrete cost of securely evaluating AES.
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In more detail, let U ′ denote a circuit that takes as input two function de-
scriptors f1, f2, and two inputs x and y. Circuit U ′ checks if f1 = f2, and if
so, evaluates a universal circuit U on input f1, x, y to produce output f1(x, y).
Clearly, if U ′ is evaluated securely, i.e., while keeping function descriptors f1, f2
private from S, then our problem is solved. Secure evaluation of U ′ is performed
in the same way as described in the setting where privacy of queries needed to
be preserved.
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